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Abstract

The stable boundary layer (SBL) in the atmosphere is of considerable interest because
it is often the 'worst case’ scenario for air pollution studies and health effect assess-
ments associated with the accidental release of toxic material. Traditional modeling
approaches used in such studies do not simulate the non-steady character of the ve-
locity field, and hence often overpredict concentrations while underpredicting spatial
coverage of potentially harmful concentrations of airborne material. The challenge for
LES is to be able to resolve the rather small energy-containing eddies of the SBL while
still maintaining an adequate domain size. This requires that the subgrid-scale (SGS)
parameterization of turbulence incorporate an adequate representation of turbulent
energy transfer. Recent studies have shown that both upscale and downscale energy
transfer can occur simultaneously, but that overall the net transfer is downscale. In-
cluding the upscale transfer of turbulent energy (energy backscatter) is particularly
important near the ground and under stably-stratified conditions.

The goal of this research is to improve our ability to realistically simulate the SBL.
The large-eddy simulation (LES) approach with its subgrid-scale (SGS) turbulence
model does a better job of capturing the temporally and spatially varying features of
the SBL than do Reynolds-averaging models. The scientific objectives of this research

are:

1. to characterize features of the evolving SBL structure for a range of meteoro-

logical conditions (wind speed and surface cooling),

2. to simulate realistically the transfer of energy between resolved and subgrid

scales, and
3. to apply results to improve simulation of dispersion in the SBL.

An LES framework is used that is accurate numerically to second order. The
SGS turbulence model is a dynamic, mixed model. Simulations are conducted over a
range of forcing conditions specified in terms of the geostrophic wind and the surface

cooling. The environment is simplified by being cloud-free and over flat terrain.
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The several SBLs simulated illustrate the key role of mechanical turbulence sup-
ported by the geostrophic forcing, and the lesser competing effects of turbulence
damping by buoyancy that develops in response to the surface cooling. With sufficient
geostrophic forcing, the SBL has continuous turbulence with periods of enhanced tur-
bulence. As the surface cooling is increased and/or the geostrophic forcing decreased,
the periods of enhanced turbulence become less prevalent and the overall intensity of
continuous turbulence is reduced. At some point of increased surface cooling and/or
reduced geostrophic forcing, the turbulence can no longer be maintained. A forcing
stability index that represents effects of surface buoyancy flux (By) and geostrophic
wind (G) is defined as F, = By/G?|f|. The bulk stability (characterized by the bulk
Richardson number Rpg) of the SBL that evolves under specific By and G forcing pairs
is found to be described well by the relation Rg = 8/3F.

The SGS model used allows for backscatter (upscale transfer) of turbulent kinetic
energy (TKE) and thermal energy. The TKE backscatter is dominated by the inter-
action of the streamwise velocity component with the wall-normal shear stress. The
thermal backscatter occurs during ejections of cool surface air, associated with the
action of coherent structures in the flow. Results from applying a vortex identifica-
tion method highlight organized activity in the SBL, especially near the ground. The
strong SBL exhibits a two-regime structure in the vertical direction, with vorticity
dominating the lower part and larger-scale wave-like motions dominating the upper
part and continuing above the SBL. Simulation of episodes of enhanced turbulence
are made possible by inclusion of energy backscatter. The episodes are associated
with the breakdown of large-scale wave-like activity.

The implications for dispersion in the SBL are demonstrated by releasing marker
particles in LES-generated wind fields for an SBL with an enhanced turbulence event.
Comparisons are made between simulated plumes before and during the event. The
effect of the enhanced turbulence is to spread the plume over a larger volume. This
is caused by two mechanisms: (1) mixing due to the increased small scale turbu-
lence and (2) differential advection after the mixing begins due to the presence of
a strong vertical gradient in horizontal wind direction. Comparisons are also made
with simulated plumes from particles released into a convective boundary layer. The

presence of large convective eddies supports strong mixing in the vertical direction.



There is little additional horizontal spread due to differential advection since the mean
horizontal wind is nearly constant with height in the well-mixed convective boundary
layer. Eddy diffusivities are estimated directly from LES fields. These values are com-
pared with estimates from algorithms used in practical dispersion models. Agreement
is surprisingly good for the undisturbed SBL; however, the practical models cannot

capture effects of enhanced turbulence on eddy diffusion during episodes.
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Nomenclature

U

U;

Roman Symbols

Coriolis parameter
gravitational constant

Length of domain in x direction
Length of domain in y direction
Length of domain in z direction
Monin-Obukhov length based on surface-layer scaling
reduced dynamic pressure

large-scale pressure

large-scale reference pressure (100 kPa)

Richardson number based on friction velocity

flux Richardson number

Reynolds number

resolved strain rate tensor

time

Temperature

reference temperature (290 K for these simulations)
Cartesian coordinates

friction velocity

Cartesian velocity



u velocity component in west-to-east direction

v velocity component in south-to-north direction
w velocity component in upward direction

T Cartesian coordinates

X coordinate in west-to-east direction

y coordinate in south-to-north direction

z coordinate in upward direction

Greek Symbols

I} thermal expansion coefficient

dij Kronecker delta

Esgs SGS TKE dissipation

) dissipation of SGS temperature variance

€3 permutation index

A2 method for vortex core identification

A Monin-Obukhov length based on local scaling
vr eddy viscosity

00 reference density

0 potential temperature

Tij SGS stress

w; vorticity component in i direction

45 antisymmetric part of velocity gradient tensor
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DNS

LES

SGS

Other Symbols

partial derivative operator

grid filtering operator

larger grid filtering operator
Abbreviations

Direct Numerical Simulation

Large Eddy Simulation

subgrid scale
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Chapter 1

Introduction

The planetary boundary layer (PBL) is a complicated region to model or measure.
Complications arise from diurnal variations of buoyancy effects, surface inhomo-
geneities, and latent heat effects, to name a few. Detailed observations of the time-
and space-varying PBL structure are often quite costly to obtain and sometimes
difficult to interpret. Numerical modeling allows a direct test of our theoretical un-
derstanding, since variables are under control of the researcher; this is frequently not
the case for field experiments. The results of numerical modeling studies often help
define field experiments, which in turn can provide the necessary data for validating
numerical models. This proposal will focus on numerical modeling of selected PBL
states.

Evolution of PBL structure is described by conservation equations for momentum,
thermal energy, and moisture (vapor/liquid). Fluctuations of wind, temperature,
and moisture occur on a wide variety of spatial and temporal scales. If a computer
of arbitrarily large size were available, numerical solution of the exact governing
equations would be possible (to the limit of numerical truncation errors). Currently
this is possible only for a restricted class of turbulent flows at low Reynolds number,
using direct or full simulation methods on high-end computers. For the PBL, with its
high Reynolds number flow, solution is currently possible only for an averaged form
of the governing equations that resolve the primitive variables above the averaging
scale. Such averaging leads to unresolved variables, which must be evaluated in some
way.

The most common approach is to close the set of equations by first-order or second-
order statistical evaluation of the Reynolds stresses, which arise from Reynolds-
averaging of the governing equations. The closure approximation must deal with
all scales of turbulence which are averaged simultaneously in the Reynolds-averaged

equations. Such turbulence closure is often inadequate for strongly diabatic conditions
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in the PBL.

With the availability of faster and larger computers, it is becoming more feasible
to use an approach which lies between Reynolds-averaging and direct simulation. This
approach is called Large-Eddy Simulation (LES). Here the governing equations are
averaged in such a way that effects of large eddies are calculated directly, rather than
modeled. At high Reynolds number, the turbulence may be treated as a composite
of eddies having a wide range of sizes. The large eddies are viewed as containing and
transporting most of the turbulent energy, while the small eddies are responsible for
dissipation.

This view is consistent with observations of turbulent flows. Difficulties faced by
Reynolds-stress models (i.e. anisotropy, realizability, flow-dependent effects) are as-
sociated with large-scale turbulence and are addressed explicitly in LES by the direct
calculation of large eddies. The only modeling required is for the small, subgrid-scale
(SGS) eddies that are easier to model (i.e. more isotropic, less flow-independent).
The main advantage of the LES approach over statistical closure approaches is in-
creased accuracy, since most of the turbulent transport is calculated explicitly, with
modeling approximations at smaller scales having a less critical role. This advantage,
however, is achieved at a significant increase in required computer resources over sim-
pler models (although advanced second-order closure models also require extensive
computer resources).

Because of the accuracy and detail available from LES models, results of numeri-
cal "experiments” can provide a "data base” against which to evaluate and improve
simpler, more economical PBL models. These numerical experiments are less expen-
sive than field experiments and, in many cases, provide data that are more readily
interpreted in improving our theoretical understanding and modeling of the PBL.
However, before such a data base can be credible, the model from which it is derived
must be validated by available field and laboratory data. Another role of LES mod-
eling is in the quantifying of uncertainty inherent in the PBL. This uncertainty arises
from the stochastic nature of the PBL and is seen in the variance about estimates of
mean values of PBL variables.

In a review of the role of LES in PBL research (Wyngaard, 1984), a pressing need
was identified for extending LES to the stable boundary layer (SBL). The topic of
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the proposed research is the evolution of the SBL in response to cooling applied at
the ground. The resulting stably-stratified boundary layer that develops from the
ground up into the residual PBL is characterized by weak turbulence that can often
be intermittent. Particular emphasis is given to the structure of turbulence during
this evolution. In order to capture the stochastic (and intermittent) nature of the
resulting turbulence, a large-eddy simulation (LES) approach is taken to adequately

simulate the turbulence structure.

1.1 Planetary Boundary Layer Evolution

Typically variations in the PBL are related strongly to changes in buoyant forcing
associated with changes in heating and cooling at the ground that occur through the
diurnal cycle. The magnitude of the variations depends on several factors, including
season of the year and cloud cover that affect the intensity of incoming solar radiation
and outgoing longwave radiation, conditions at the ground that govern the response
to solar heating, and the wind speed that determines the amount of mechanical mix-
ing that reduces strong vertical temperature gradients near ground (and hence the
buoyant forcing). A typical diurnal cycle of the PBL is illustrated in Figure 1.1. The
heating of the ground during the day leads to convective mixing and a deep convec-
tive boundary layer (CBL). After sunset, the cooling of the ground leads to a shallow
stable boundary layer (SBL) that develops from the ground up into the residual PBL
structure. After sunrise, the CBL develops again, destroying the SBL. In the absence
of significant heating or cooling of the ground, such as under full cloud cover, the
PBL tends more toward the ideal neutral boundary layer (NBL). Strong winds will
also tend to force the PBL toward the neutral state.

The evolution of the SBL on a clear night is driven by a combination of surface
cooling due to longwave radiative flux divergence and a thickening of the cooled
layer near the ground due to turbulent mixing. The growth rate of the SBL is related
directly to the amount of shear production of turbulence, and is limited by dissipation
and destruction of turbulence by buoyancy. The amount of shear-driven turbulence
near the ground is parameterized by the friction velocity (u.). During the evolution of

the SBL after sunset, the amount of shear-driven turbulence near the ground decreases
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markedly; this decrease is greater under conditions of greater surface cooling. Hence,
in terms of available turbulence, the depth the SBL will increase most rapidly during
the early stage of evolution; also the final depth will be less when the surface cooling
is greater. The final depth of the developing SBL is related to the combined effects
of surface cooling and shear-driven turbulence.

Because the CBL is formed by strong vertical mixing due to the convectively-
driven thermals, the vertical gradients of temperature, moisture, and winds are rela-
tively small. In contrast, the weak turbulent mixing in the SBL leads to large vertical
gradients. With the largest gradients near the ground, the turbulence is greatest
there as well. In order to simulate the turbulence in the SBL properly, adequate
consideration must be given to the region near the ground.

Certain characteristics of the SBL complicate the modeling of its structure and
evolution, especially compared with the CBL. The SBL is generally non-steady through-
out the night, although it undergoes rapid development after sunset, followed by more
gradual development. The diffusion time scale for the SBL is about 30 hours, com-
pared to about 10 minutes for the CBL (Brost and Wyngaard, 1978). Thus it takes
a long time for the mean fields to respond to changes within the domain. In strongly
stable conditions, turbulence may become intermittent or episodic. The large scale,
low frequency variations are unique and do not repeat in any consistent fashion (Hunt,
1985). Turbulent mixing, especially in the vertical, can be reduced by stable stratifi-
cation to the point where vertically adjacent horizontal layers become decoupled. The
lack of strong turbulence provides the SBL with a long "memory”, so that turbulence
can exist at locations far removed from the generation source; thus local conditions

may not be adequate for parameterizing turbulence.

1.2 Large-Eddy Simulation

The modeling difficulties associated with the SBL generally preclude the use of sim-
ple approaches. For example, intermittency of turbulence in strongly stable condi-
tions confounds traditional modeling approaches, such as Reynolds-averaged models.
Large-eddy simulation (LES) provides a suitable alternative, if the intermittent fea-

tures of the turbulence can be resolved by the explicitly calculated scales of motion.
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A requirement of LES is that the numerical grid must be fine enough to capture
the large eddies. In the case of the CBL, this is not a problem since the convectively-
driven eddies are quite large, and most of the turbulent transport is resolved by
modest grids. In the case of the SBL, the grid must be quite fine, especially near the
ground; at the same time, the modeling domain must be sufficiently large to capture
the large-scale features that impact the behavior of the SBL. For LES to be successful
in the SBL case, energy-containing eddies must be resolved. Otherwise the SGS eddy
model is being tasked to model too much of the turbulent motion, and the advantage
of LES is lost.

1.3 The Dissertation Research

LES studies of the SBL are a relatively new research effort, when compared with
the numerous LES studies of the CBL. There are several dissertation research topics
available in this area. A hurdle that may have deterred research activity in this area is
that LES of the SBL puts relatively high demands on computational resources due to:
(1) the need to resolve energy-containing eddies which occur at smaller and smaller
scales as stable stratification increases, while maintaining an adequate simulation
domain, which leads to a larger number of grid cells, (2) the associated decrease in size
of integration time step with smaller grid cells, and (3) the non-steady character of the
SBL, necessitating long simulation periods for stationary statistics. Since computer
resources are somewhat limited, the SGS turbulence model must have some ability
to treat eddies of importance to the flow. Hence the choice of SGS turbulence model
is a critical aspect of the research. In addition to the higher computational burden
for LES of the SBL compared with that of the CBL, our understanding of the SBL
has been limited by a relative scarcity of turbulence observations in the SBL. Thus
validation of LES results for the SBL is limited. Nonetheless, if successful, LES of
the SBL can serve as a "numerical laboratory”, providing "data” where observations
are lacking.

The goal of this dissertation research is more realistic simulation of the SBL which
requires use of a SGS turbulence model that adequately represents the generation,

transfer, and dissipation in stably-stratified, high Reynolds-number flows. Previous
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research, to be described in subsequent chapters, has shown that turbulent energy
flows not only from larger to smaller scales, but also from smaller to larger scales
(energy backscatter). The SGS model used here has an energy backscatter capa-
bility that is responsive to the effects of thermal stratification. The SGS model is
incorporated in an established LES model methodology.

Simulations cover the evolution of the SBL in response to a range of forcing
conditions specified in terms of the geostrophic wind and the surface cooling. The
environment is simplified by being cloud-free and over flat terrain. Analyses presented

here seek to address the following questions:

1. How is the turbulence modified in the presence of increasing stable stratification

as the SBL develops during the night?

2. What are the different structural characteristics of the SBLs that develop in
response to different meteorological conditions (geostrophic wind and surface

cooling)?

3. Can episodic turbulence events that occur in the SBL be simulated using LES

and, if so, what impacts do such events have on dispersion of airborne material?
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Chapter 2

The Stable Boundary Layer

The planetary boundary layer (PBL) is that portion of the atmosphere nearest the
earth’s surface and which, consequently, is modified by surface features such as rough-
ness, terrain, moisture, and temperature. The large-scale flow, usually characterized
by the geostrophic wind, is retarded by frictional effects of the surface. The resulting
velocity profile, in the absence of buoyancy effects, is the classical Ekman spiral. Al-
though the atmosphere is rarely without some level of buoyancy effects, it is useful to
consider the neutrally buoyant case because there is a wealth of theoretical modeling
and experimental work on neutral boundary layers.

Before going on, some discussion of atmospheric stability is in order. In the
laboratory, a common measure of the stability is static stability: —dp/0z in an in-
compressible fluid. In the atmosphere, the vertical temperature gradient is a more
common measure, since there is most often some amount of temperature stratifica-
tion. To account for adiabatic heating and cooling due to pressure changes, potential
temperature () is used (see Equation 5.1). If # is constant with height, air displaced
vertically will develop no buoyancy; hence the stability is "neutral”. If 6 decreases
with height, air displaced upward (downward) will be warmer (cooler) than the sur-
rounding air and will tend to continue to rise (fall) due to its positive buoyancy; hence
the air layer is "unstable”. If, on the other hand, # increases with height, vertically
displaced air will develop negative buoyancy and will tend to return to its original
height; the layer is ”"stable” or stably-stratified.

The stably-stratified PBL occurs most frequently at night. It is helpful to consider
the SBL in the context of the wide range of atmospheric boundary layer states that
occur during the diurnal (daily) cycle. Throughout the cycle, there are varying degrees
of departure from the ideal neutral state due to buoyancy, associated usually with
surface heating or cooling. During the day, the earth’s surface is heated by the sun and

typically becomes warmer than the overlying air. In the resulting unstable layer of
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air, turbulence develops spontaneously and is called ”convective”; hence, the typical
daytime boundary layer is referred to as the convective boundary layer (CBL). At
night, radiative cooling at the earth’s surface leads to an overlying layer of stable
air that constitutes the SBL. For short periods of time during the evening or early
morning, the PBL is in transition and may contain multiple layers with differing
stability properties, i.e. a shallow unstable layer under a stable layer as the sun
begins to heat the earth’s surface in the morning. If, during the day or night, wind
speeds are high, the resulting mechanical turbulence due to wind shear will tend to
reduce the magnitude of the temperature stratification and the boundary layer will
tend towards neutral. In conditions where the surface is neither warming nor cooling
(i.e. cloudy skies), a neutral boundary layer (NBL) will result.

In the subsections that follow, the SBL will be described in more detail. The
discussion will draw upon atmospheric and laboratory observations, as well as the-
oretical and modeling studies, and will attempt to summarize to some degree our
current understanding of the SBL. The focus will be on the cloudless PBL above flat
terrain. This situation is best understood, as the presence of clouds and topography

can greatly complicate PBL structure and behavior.

2.1 Atmospheric Observations

2.1.1 Mean properties

Many of the observational studies of the PBL have been motivated by a need to under-
stand the transport and diffusion of hazardous materials released to the atmosphere
from near the surface. A wealth of data has been collected near the surface, usually
from towers. Tethered balloons and, more recently, remote sensing have provided
more detailed measurements of the upper portion of the PBL, previously measured
only by aircraft. The daytime CBL has been measured the most, and is discussed
here for purposes of comparison with the SBL. Measurement of the SBL. has been
complicated by the low levels and intermittency of turbulence, and the presence of
both turbulence and gravity waves in the mean flows.

The mean profiles of wind and temperature for the CBL are shown in Figure 2.1a.
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The vertical gradients are small, except near the surface, indicating the well-mixed
nature of this PBL state. The height of the CBL is often well defined by a capping
temperature inversion. Above there is an entrainment zone where a transition occurs
in wind and temperature structure to the large-scale flow aloft. The CBL height is
typically 1000-2000 m and generally increases with increased surface heating and the
subsequent convective vertical motion; however, the CBL height tends to decrease
with increased wind speed and the subsequent turbulent mixing which damps the
convective activity.

In contrast, the mean profiles of the SBL (shown in Figure 2.1b) have larger
vertical gradients. Of particular note is the local maximum (jet) in wind speed and
strong directional shear near the top of the SBL; these have important implications
for the behavior of gravity waves. The height of the SBL is difficult to characterize;
typically it can be an order of magnitude smaller than the CBL height. The stable
stratification that results from surface cooling tends to restrict eddy size and vertical
turbulent transfer, leading to decoupled layers (Nieuwstadt, 1984a); in the SBL the
direct effect of surface cooling on upper layers becomes negligible. Increased wind
speed can again couple layers due to turbulent mixing, and increase SBL height.
This relation of wind speed and surface cooling to SBL height is shown in Figure 2.2.
Increased mechanical mixing (represented by the friction velocity) due to increased
wind speed tends to increase SBL height; this increase is countered, to a lesser degree,
as the surface cooling becomes larger. Rarely is there a strong demarcation to mark
the top of the SBL; a common choice is where the local heat flux drops to 5% of
its surface value (Caughey, et al, 1979). Mean profiles from other field studies are
shown in Figure 2.3. Even though the SBL heights are quite different, the profiles
have similar features. All are characterized by a low level jet near the top of the SBL
which is most pronounced for the SBL. with the strongest temperature gradient.

The time behavior of the CBL height is understood better than that for the SBL.
Figure 2.4a shows the typical rise of the CBL height through afternoon to an asymp-
totic level. The behavior of the SBL for a specific case study is shown in Figure 2.4b.
Unlike the CBL which develops steadily through the day to an asymptotic level, the
SBL height achieved shortly after sunset is close to its equilibrium value; however,

the structure within the SBL takes a long time to reach equilibrium (Holtslag and



CHAPTER 2. THE STABLE BOUNDARY LAYER 11

Nieuwstadt, 1986). Combining the time behavior of the CBL and SBL heights gives
an approximation of the diurnal cycle for the PBL, as shown in Figure 2.4c. The deep
CBL that develops during the day is undercut by the shallow SBL that develops after
sunset. The CBL and SBL are discontinuous, with remnants of the CBL remaining
aloft above the SBL. After sunrise, the developing CBL erodes the SBL and quickly
rises above the SBL height.

2.1.2 Turbulence properties

The vertical profiles of turbulence quantities also have characteristic shapes for the
CBL and SBL. Profiles of normalized velocity variances for the CBL are shown in
Figure 2.5(a and b). The variance of vertical velocity (Figure 2.5a) increases with
height, reflecting the increase in size of convective eddies as one moves away from the
ground up to about half the depth of the CBL. The variances of horizontal velocity
components (Figure 2.5b) are relatively constant with height, since the ground does
not constrain horizontal eddy motion as it does the vertical eddy motion. The ther-
mally dominated turbulence remains strong throughout the CBL and supports the
high level of mixing that has led to the CBL often being called the "mixed” layer.

In contrast, the SBL is dominated by mechanical turbulence that is strongest near
the ground. Profiles of normalized velocity variances for the SBL, given in Figure 2.6,
show a distinct decrease with height. This contrast is especially notable for the vertical
velocity, compared with an increase with height in the lower half of the CBL; effects
of stratification are seen most clearly in the vertical velocity fluctuations. It should be
noted that profiles in both Figures 2.5 and 2.6 are normalized by a constant surface
parameter. Although the parameter is different for the CBL and SBL, the profile
shapes may be compared. The profiles in Figure 2.6 represent turbulence only. In the
cases where gravity waves coexist with turbulence in the SBL, there are elevated local
maxima of variances, especially for the vertical velocity; this issue will be discussed
in the next subsection.

Spectra of the velocity components give much valuable information. First, they
show how the turbulent energy is distributed across different ranges of frequencies as

represented schematically in Figure 2.7. Turbulent energy extracted from the mean
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flow appears at the low frequency end of the spectrum. The energy then ”cascades” to
higher frequencies as turbulent mixing distributes energy to smaller and smaller scales
of motion. Finally, at the high frequency end of the spectrum, energy is dissipated
into heat by viscous action at scales approaching the molecular level. The typical
spectra for daytime convective conditions has a spectral shape in the cascade region
(inertial subrange) of -5/3, i.e. E(k) ~ k5/3.

Secondly, the peak in the spectrum provides the spectral length scale A, , for the
particular velocity component, giving a measure of the size (in the direction of the
velocity component, of the most energetic eddies. Measured vertical profiles of A,
from velocity spectra in the CBL show an increase with height of ), for o2 in the
lower half of the CBL consistent with Figure 2.5a. Profiles of \,, for 02 and o2 are
nearly constant with height in the CBL consistent with Figure 2.5b. For the SBL, the
profiles of ), are not consistent with the profiles of velocity variance (in Figure 2.6).
Instead, all the SBL spectral length scales increase with height, similar to the A,
profile for 02 in the CBL, but not for 0> and o2 ; this suggests that near the ground
both the horizontal and vertical scales of energy-containing eddies tend to be reduced
in the SBL.

Thirdly, spectra give an estimate of the dissipation rate, € . Vertical profiles of ¢
for strongly convective conditions have very little decrease with height when compared
with profiles for weakly convective (near-neutral) and stable conditions (as shown in
Figure 2.8 for the SBL).

2.1.3 Internal gravity waves

A complicating feature of the SBL is the occasional presence of internal gravity waves
(IGW). These waves mingle with the turbulence and can be quite difficult to differ-
entiate. What follows are results from field experiments in the SBL that illustrate
various characteristics of IGW.

A 200-m tower in rather ideal surroundings (flat, homogeneous) near Cabanw in
the Netherlands has been instrumented at 6 levels. Wind and temperature profiles for
the study period are shown in Figure 2.9a (from DeBass and Driedonks, 1985); they
illustrate both the wind shear and stable stratification requisite for IGW to form. The
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profile of vertical velocity variance, Figure 2.9b, has a primary elevated maximum well
up into the SBL and a secondary maximum near the ground. The primary maximum
aloft is in distinct contrast to the typical profile shown in Figure 2.6. The profile in
Figure 2.9b appears to come from a combination of processes: turbulence producing a
maximum variance near the ground and a second process aloft producing even greater
fluctuations in the vertical velocity; this second process is thought to be IGW.

Inspection of the time history of temperature at the 6 levels, Figure 2.9¢, supports
the proposed presence of IGW. In the SBL with a strong vertical temperature gradi-
ent, large fluctuations in temperature are associated with large amplitude wave-like
motions. This is especially evident at the 120-m and 160-m levels, and corresponds
with the large increase in vertical velocity variance in Figure 2.9b. The character of
the large temperature fluctuations is not steady in time, having a period of especially
large amplitude fluctuations from 0120 to 0130. The temperature traces at 20 m and
200 m have the lowest amplitude fluctuations, but the frequencies are quite different
from one another. At 20 m, the fluctuations are mainly high frequency (turbulence)
superimposed on mid- range frequencies; however, at 200 m, the turbulence compo-
nent is absent, leaving only the wave-like motion. This is corroborated by the vertical
velocity spectra for the 6 levels shown in Figure 2.10. At 20 m, most of the energy is
at the high frequency end, while at 200 m, the energy is concentrated at the middle
range of frequencies. The greatest amount of energy is at 120 m and 160 m levels,
with the peak at the frequency of the probable IGW. The dominant period of fluctu-
ations in Figure 2.9c is about 100 s, corresponding to the frequency of peak energy
of 0.01 s~

A second experiment was performed at the 300-m BAO tower, located 30 km east
of the Rocky Mountain foothills in rolling terrain; the tower is instrumented at 8
levels. Three selected periods contain IGW characterized as (a) weak, (b) moderate,
and (c) strong. In general, the wind speeds are higher than in the Cabauw 30 May
experiment, with stability decreasing with height within the first 100 m. The spec-
tra of vertical velocity, Figure 2.11a-c, show that the IGW are once again at higher
levels in the SBL. Spectra at 10 m have their peak at high frequency (turbulence),
while those at 150 m are at lower frequencies. As the IGW become stronger, the

energy increases and the peak shifts to lower frequencies. Although time traces were
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not available, the temperature spectra for 150 m (also shown in Figure 2.11a-c) indi-
cate increased fluctuations, especially at lower frequencies, as IGW become stronger.
Autocorrelation functions for vertical velocity in the strong IGW case at 3 levels is
shown in Figure 2.12. Near the ground, the autocorrelation function falls off most
rapidly. At higher levels, the drop off is less rapid and a secondary maximum oc-
curs at a period of about 100 s; this would appear to be the dominant period of the
IGW and corresponds to the period of IGW observed at the Cabauw tower, discussed
previously.

Considered next are data measured in the elevated marine temperature inversion
that exists along the California coast in summer. Although this inversion is not
an example of the SBL starting at the ground, it does illustrate the overturning in
thin layers associated with IGW similar to those observed in the upper portions of
the SBL. It should be noted that the California coastal waters associated with this
elevated inversion are quite cool and thus the inversion lies above a neutral to slightly
stable boundary layer (Metcalf, 1975). The inversion is a transition zone between
warm, dry air aloft associated with subsidence around the Pacific High, and the cool,
moist marine air near the surface. In the experiment of interest (Metcalf and Atlas,
1973), aircraft flights were made through the inversion layer. Wind and temperature
data along the flight path are shown in the lower portion of Figure 2.13. In the upper
portion, the addition of supporting data allows a sketch of the wave structure in the
inversion. The overturning of the IGW creates patches of local thermal instability,
indicated by shading. The mean wind speed was about 2-3 m/s, giving a wave period
of 30-50 s for the observed lengths of about 100 m. This is about half the period of
IGW discussed previously.

The final experiment discussed here was performed on a 150-m tower at Haswell
in the plains of southeastern Colorado; the site has a horizontally homogeneous fetch
of the sparse buffalo grass. Wind and temperature measurements were made at the
tower top and bottom and on a vertically moving carriage, and an acoustic sounder
was located nearby. This study shows clearly the generation and apparent breaking
of IGW (Hooke, et al, 1973). The acoustic sounder record in Figure 2.14 shows
distinct wave motion beginning after 1705 LT and breaking around 1715 LT in the
layer between about 100 and 150 m height. The wind profile measured during the
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instrument carriage ascent (ending at 171S LT) has a great deal of variation in the
100-150 m layer that is missing (or smoothed out) by the time the carriage descends
(after 1721 LT). The smoother profile may well be due to turbulent mixing from
IGW. Traces of pressure, wind speed, and anemometer elevation angle at the tower
top (Figure 2.15) display the characteristic wave-like fluctuations around 1710 LT.
These fluctuations suddenly increase in frequency around 1715 LT in an apparent
shift from waves to turbulence, i.e. breaking waves. Also included in Figure 2.15 is
the trace of elevation angle near the surface. During the IGW episode, there is an
increase in turbulence intensity near the ground. The wave period deduced from the
acoustic echo-louder record and tower data was about 100 seconds, consistent with
the observations on the BAO and Cabauw towers.

In summary, atmospheric observations show that the turbulence and depth of the
SBL are much less than those for the CBL. While the CBL is constantly dominated
by large convective eddies that may be treated stochastically, the SBL is complicated
by the intermittent presence of gravity waves, especially in the upper portions of the
SBL. These waves mingle with the turbulence and make analytic treatment of velocity
and scalar fluctuations more difficult. IGW can create significant fluctuations at mid-
range frequencies (~0.01 Hz) and occasionally shift dramatically to higher frequency
(turbulence) as they break. IGW are usually found in thin layers (20-50 m thick) and
rarely affect the entire SBL as convective eddies do in the CBL.

Coulter (1990) documented a noctural period (2 Oct 1985) where several turbu-
lence episodes occurred. He used a minisodar, and observed Kelvin-Helmholtz waves
and instabilities having 2-minute periods that developed and penetrated the top of
the SBL in approximately 1 hour cycles, as shown in Figure 2.18a. He analyzed
turbulence properties in terms of vertical velocity RMS, and TKE and temperature
variance dissipation rates, and found that these quantities increased together dur-
ing the turbulence episodes (see Figure 2.18b). The night before did not have such

turbulence episodes, even though the temperature gradient was similar to October 2.
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2.1.4 SBL scales and steady-state profiles

The scales suitable for the SBL vary with the degree of stratification. The continuum
of SBL states as characterized by the Monin-Obukhov (M-O) length (L) can be broken
down into height-dependent regions that have their own unique scales, as shown in
Figure 2.16. Surface layer similarity scaling is applicable to the lowest 10% of the
SBL throughout a wide range of stratification; under very stable conditions, the
turbulence becomes intermittent. Above the surface layer, local scaling applies in

"z-less” scaling applies to the more stable conditions. In

less stable regions, while
local scaling, local values of heat and momentum flux are used to derive a local M-
O length (A) to be used in place of L in surface layer similarity expressions. For
z/A > 1, vertical motions are sufficiently inhibited that the influence of the ground
is negligible; at this point, dimensionless variables become constant with height (i.e.,
z is no longer a relevant length scale). No suitable scales are available for the region
of intermittent turbulence.

Local scaling allows extension of well-known similarity formulations from the sur-
face layer up into the rest of the SBL. Z-less scaling is essentially local scaling with only
one relevant length scale, A, derived from local flux values. In both scalings, the un-
availability of values of local fluxes above the surface layer can present a difficulty. To
overcome this, analytical profiles of heat and momentum flux can be developed based
on observations. Nieuwstadt (1985) proposed flux profiles of w6 /wfy = (1—2/h) (see
Figure 2.17a) and 7/u? = (1 — 2/h)*? (see Figure 2.17b) that were consistent with
the Cabauw data. The resulting velocity variances had a (1 — z/h)3/? dependence.
These profiles, shown in Figures 2.19a-c, are in reasonable agreement with the data;
however, the variability about the average values, indicated by the horizontal error
bars, makes the agreement less conclusive. The corresponding profile for v2 by Wyn-
gaard (1975), as shown in Figure 2.20, matches the shape of the average Cabauw
data better; the u2 profile, however, does not match as well. The resulting TKE
production and dissipation profiles of Nieuwstadt (1985) had a (1 —z/h) dependence.

The time scales of the SBL are quite different from those for the CBL. The diffusion
time scale for the SBL is about 30 hours, compared with about 10 minutes for the CBL
(Brost and Wyngaard, 1978). Thus it takes a long time for the mean fields to respond

to changes within the domain. If boundary conditions are held constant, a steady
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state will eventually be reached; however, such constant conditions are not realistic
for the nocturnal environment. Although the mean and turbulent SBL structure
may be non-steady, the turbulence structure evolves in a self-similar manner that
depends on local, characteristic parameters and has a response time that is much
smaller than that for the mean fields (Nieuwstadt, 1981). The time history of the
flow has a direct impact on the mean flow structure, but only an indirect impact on
turbulence structure through the relation of local, characteristic parameters to mean
flow structure.

A primary scale for SBL structure is the height h. Because the SBL evolves
throughout the night, the height is observed to increase rapidly during the first few
hours after sunset and then increase more slowly (see Figure 2.4b); the growth profile
suggests that h = f(¢'/2), where t is the time since the surface began cooling. In spite
of the obvious time-variation of h, numerous studies have addressed the steady-state
value of h, using diagnostic models. From the classical Ekman layer with constant
eddy diffusivity K, h = ¢(K/f)'/?. K may be calculated as the product of a velocity
scale ¢ and a length scale [. Estimating ¢ ~ u,, [ ~ h (neutral), and [ ~ L (very sta-
ble), the neutral height h = cu,/f and the stable height h = c(u.L/f)*/2 (first derived
by Zilitinkevich, 1972). Nieuwstadt (1981) proposed a diagnostic model that sought
to match both the neutral h = 0.3u,/f and stable (Zilitinkevich) h = 0.4(u,L/f)"/2.
His model, h = (0.3u./f)/(1+1.9h/L), matches the Cabauw data for u,/fL < 40, but
underpredicts the observed h for more stable conditions (u./fL > 40). Arya (1981)
fit the stable and neutral expressions for A to the Cabauw data, with the resulting
h = 0.74(u.L/f) ~ Z and h = 15u,/f. Unfortunately the scatter was too large for
there to be much confidence in the parameters determined from the fit. Venkatram
(1980) proposed a simplification of the Zilitinkevich model by expressing L in terms
of u? that led to h = cu %*2 /f , where c is about 20 based on the Minnesota data.

Steady-state results of prognostic SBL. models have been used to evaluate diagnos-
tic expressions for h. For barotropic conditions, Brost and Wyngaard (1978) found
that h = f(u?) worked well, but not for baroclinic conditions. For the Zilitinkevich
expression, their results gave a value of 0.4 for the constant; Wyngaard (1975) had
previously found a value of 0.22 for that constant. In both models, constant cooling

was used to achieve steady-state results.
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Prognostic models will be discussed in Chapter 4. Such models are more applicable
to the non-steady SBL than diagnostic models (Deardorff, 1972b), but unfortunately
they are much less practical. A point should be made here about model-data compar-
isons for SBL heights. Diagnostic models are highly correlated through u, and L and
have been found to explain only a part (25%) of the total variance of observed SBL
heights (Mahrt and Heald, 1979). Prognostic models that are initialized with obser-
vations have a built-in explanation of observed variance; Andre (1983) found that
most of the variance (84%) comes from night-to-night variation in observed h rather

than from the within-night variation that the prognostic models seek to explain.

2.2 Laboratory Experiments

The previous subsection summarized observations of the PBL. Of course, all the rel-
evant processes are at work in field studies such as these. However, because complete
and representative measurement of all processes is not generally possible, one is left
with the difficulty of interpreting such measurements. In contrast, the laboratory pro-
vides a controlled environment for studying processes of interest at a level of detail
that is often much more costly to do in the actual environment. For those processes
that are included in the ”idealized” simulation done in the laboratory setting, one
can specify values associated with certain processes while measuring the response
of another process. In this way, the interaction of a selected set of processes can
be quantified; a rather complex example is the laboratory study of wave-turbulence
interaction at various levels of shear and stratification (Weinstock, 1984). The disad-
vantage of the controlled, laboratory environment is that it may not be possible to
include all processes relevant to a particular environment of interest. For example,
the laboratory is limited in the range of scales that may be simulated, and hence the
results can be difficult to apply to the complex conditions of the PBL (Pao, 1973).

2.2.1 Organized structure in turbulent flows

Measurements made in mixing layers and boundary layers with rather simple geome-

tries strongly suggest that turbulent flow can be decomposed into ” quasi-deterministic”,
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unsteady large-scale motion and small-scale random fluctuations (Knight and Murray,
1980). The large-scale structure appears to interact with the mean flow, having a con-
trolling influence on mean flow properties through entrainment by large eddies; small
eddies do not appear to affect the the large-scale structure, even at high Reynolds
number (Roshko, 1976). In a developing mixing layer, the geometry and distribution
of large-scale features has been found by Roshko to vary linearly with layer thickness,
and thus with distance downstream of the splitter plate that generates the layer. In
more complex mixing situations, large-scale structure becomes less deterministic as
measurements at a given point tend to reflect several different structures at various
stages of development; in boundary layers, this structure is harder to find in the pres-
ence of three-dimensional, multiple-scale eddy motion and where effects of Reynolds
number are more pronounced (Laufer, 1975).

Methods used to study organized structure have been reviewed by Cantwell (1981).
The approaches fall generally into two categories: statistical correlation methods and
flow visualization methods. Statistical correlations give very quantitative information
about the flow, but often miss important details and can be quite unphysical. Favre
space-time correlations are an improvement, in that they add phase information.
A more physical description is obtained through flow visualization. This method is
especially useful in providing insight into flow behavior. This information is only semi-
quantitative and can be ambiguous (and even misleading when naively interpreted).
In the end, both types of methods are needed and compliment each other.

Four main constituents of organized structure observed in turbulent boundary
layers have been summarized by Cantwell (1981). Near the wall, there is a thin layer
of streamwise vortices. Outside this layer is another in which intense small-scale
motions or "bursts” occur. In the outer layer, there are both intense small-scale
motion and large-scale structures or "bulges”. This is a rather simplistic picture of
turbulent flow, but it identifies dominant structures within the boundary layer relative
to location from the wall.

Much experimental work has been done to investigate the bursting process that
occurs between the wall layer and the outer layer. The mechanism for initiating bursts
seems to be related to intense shear and local instability, created when large eddies

from the outer layer impinge on the wall layer. The rate and intensity of bursting
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increases with increased Reynolds number, and with adverse pressure gradients; all
the net turbulent energy near the wall is observed to occur during bursts (Cantwell,
1981). These bulges are conjectured to become rather passive, so that only new bursts
traveling outward from the wall maintain Reynolds stress and growth of the outer layer
(Kovasznay et al., 1970). The triggering of these bursts by the ”scouring” action of
large eddies may be the link between quasi-deterministic, large-scale structure and
the production and maintenance of turbulence (Cantwell, 1981).

Consensus is being reached on some aspects of ordered large-scale structure (and
even small-scale structure) in turbulent flow for simple mixing layers and boundary
layers. Most of the turbulent energy near the wall occurs in bursts; the mean period
between bursts scales with the outer flow and reflects the burst production rate,
propagation, and decay (Cantwell, 1981). Although streamwise structure becomes
less deterministic with time, spanwise structure persists after the mixing layer reaches
an asymptotic state; this suggests that, at equilibrium, the flow contains large-scale
spanwise structure with small-scale turbulence superimposed (Bernal et al., 1980).
It is probable that large-scale structure in mixing layers is not the same as that in
boundary layers (Bradshaw, 1980). Nevertheless, the same theoretical and analytical
constructs may well apply to both.

Several aspects of organized structure are still controversial. The details of inter-
action between outer and inner layers in boundary layers are difficult to assess because
of the elliptic nature of the fluid motion. There is increasing evidence that the energy
"cascade” occurs in both directions between large and small scale. A strong energy
transfer has been observed from the mean flow to large eddies during vortex pairing;
this is followed by a reverse transfer of energy during the subsequent relaxation period
(Knight and Murray, 1980). Buoyancy is conjectured to affect the bursting process,
but details of an interaction mechanism between buoyancy and bursting have not
been established (Fukui, et al., 1983). In evaluating buoyancy effects, distance from

the wall is a critical parameter (Arya and Plate, 1969).
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2.2.2 Effects of stratification and shear

The primary feature of the SBL is temperature stratification leading to positive static
stability. The laboratory offers an excellent opportunity to quantify the effects of
stratification on turbulence in the flow; use of the word stratification hereafter refers
to stable stratification. Parameters to be discussed that reflect buoyancy effects
include turbulence length scales, spectral features, amount of anisotropy, and the
fraction of total kinetic energy partitioned into potential energy (waves).

The evolution (in time and space) of selected length scales, characterizing stably-
stratified turbulent flows, provides a conceptual framework for quantifying the effects
of buoyancy. Work done in the ten-layer, salt-stratified, closed-loop water channel
at UCSD by Van Atta and colleagues has provided quantification of length-scale
evolution under varying degrees of stratification. The length scales that best describe
the effects of buoyancy are given in Table 2.1, where ¢ is the dissipation rate, N
is the Brunt-Vaisala frequency, (defined by N? = —(g/p)0p/0z ), p is horizontally-
averaged density, p' is the root-mean-square (rms) density fluctuation, and w' is
the rms vertical velocity fluctuation. The Ozmidov scale Ly is used to represent
the upper bound of eddy size in a stably-stratified flow, where buoyancy limits the
growth of eddies. At the other end of the spectrum is the Kolmogorov scale Ly
used in representing the lower bound of eddy size where viscosity damps out eddies.
A statistical representation of the scale of turbulence is obtained from L;. If one
assumes an entrainment model of solid-body rotation, the largest turbulence scale is
2L;; one may then define an overturning scale Ly = 2L;. The buoyancy scale L, is
similar to the Ozmidov scale, but includes possible effects of waves through the use
of the fluctuating vertical velocity w’. For this reason, L is more representative of
turbulence in stably-stratified conditions.

Results of experiments in the UCSD facility have provided a quantitative look at
effects of stratification and shear on length scale behavior. As stratification increases
(N becomes larger), Lp is reduced as seen in Figure 2.21a; in contrast, Ly is affected
very little by the the amount of stratification (see Figure 2.21b). The response of Ly
to buoyancy effects is a departure from an initial increase downstream of the grid.
The greater the stratification, the greater and the earlier is the departure, as shown in

Figure 2.21c. A comparison of Figures 2.21a and c suggests that Ly grows while Ly



CHAPTER 2. THE STABLE BOUNDARY LAYER 22

decreases until some critical value of L is reached. Stillinger, et al. (1983) identified
the following range of turbulent scales (L) for grid-generated turbulence in stratified
flow (Stillinger, et al., 1983): 15.4Lx < L < 1.4Lg . The upper bound of 1.4Lg
represents the onset of buoyancy effects, while the lower bound of 15.4L is where
turbulence is extinguished.

From their work, Stillinger, et al. (1983) compiled a map showing the evolution
of homogeneous turbulence in stably-stratified flow with no shear (see Figure 2.22).
This pictorial model of length-scale behavior provides a quantitative framework for
understanding the behavior of length scales as turbulence decays into internal waves.
Just downstream of the turbulence-generating grid with a mesh size M, the largest
turbulence scale Ly is much smaller than Lg, the scale at which buoyancy effects
become important. As the flows evolves downstream, both Ly and Lx grow as in
unstratified conditions, defining an envelope or region of active, unaffected turbulence.
As Ly approaches Lg, the largest eddies become restricted in their overturning motion
by having to work against buoyancy, while smaller eddies remain unrestricted. In the
further evolution of the flow downstream, the turbulence collapses very rapidly, within
about two-thirds of a large-eddy turnover time, as smaller scale overturning motion
is suppressed (Van Atta, et al., 1984). Finally all that remains of the eddies are
wave-like oscillations, after the turbulence has been extinguished by a combination of
buoyancy and viscosity.

The presence of both stratification and shear in a stably-stratified flow can alter
the above picture if stratification is not too strong. Figure 2.23 shows information for
the unsheared case, given previously in Figure 2.21c, along with data for the sheared
case.

When stratification is strong enough (R; > 0.25), the behavior of the overturning
scale for a given level of stratification (V) is similar for both sheared and unsheared
conditions (except that the sheared case behaves as if N were slightly smaller). When
stratification is weak (R; < 0.25), the overturning scale behaves quite differently in
the sheared case, reflecting a continued growth of turbulence downstream. In the
unsheared case, the onset of buoyancy effects was seen in the decrease of Lt at some
point such that the ratio Ly/Lg approached a constant, as shown by the solid line

in Figure 2.24. In the sheared case with R; > 0.25, the length scale ratio approached
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a similar constant. When R; < 0.25, the shear provides enough turbulent energy so
that both length scales grow. Their ratio approaches a much lower constant than for
the unsheared case, as LR grows faster than Ly in the weaker stratification (Rohr, et
al., 1987).

The distribution of kinetic energy across a broad range of scales is portrayed
through the use of spectra, as typified by Figure 2.7 in the previous subsection. At
the upper (or high frequency) end of the spectrum, local isotropy is observed (Kaimal
et al., 1972). As the amount of stratification increases, the wave-number range over
which local isotropy holds decreases; also, the inertial subrange (or -5/3 range) re-
treats to higher wave numbers (Van Atta, 1985). Stratification acts to deplete turbu-
lent energy in the low wave number (low frequency) range of the spectrum. However,
as turbulent eddies are suppressed by buoyancy, the result is often low-frequency
waves that show up in the vertical velocity spectra (Stillinger, et al., 1983), as illus-
trated in Figure 2.25. The low-frequency end of the spectrum for buoyancy-dominated
flows is best scaled by a buoyancy wave number, k, = 27 /L, = 2w/ Lg, which is where
the damping occurs. High-frequency portions of the spectrum are better scaled by
the Kolmogorov wave number, kx = 27 /Ly, regardless of stratification conditions.

Early wind tunnel experiments by Webster (1964) showed a marked increase in
the anisotropy of turbulence as stratification increased. Figure 2.26 gives evidence of
this as the ratio of w”/u”2 drops quickly from 0.8 to 0.4 as R; increases from 0 to
0.4 . Profiles of turbulence-intensity components, measured by Ogawa, et al. (1985),
showed that the vertical component of turbulence decreases immediately in response
to stratification effects, while the horizontal component decreases only under stronger
stratification (see Figure 2.27a and b). This suggests that the buoyancy acts initially
to suppress the vertical overturning of turbulent eddies, leading to ”flatter” turbulent
motion. Decaying turbulence in stratified flow also demonstrates increased anisotropy.
The vertical turbulence (w2) decays with downstream distance () according to w'? ~
14, while in the horizontal u” ~ x~! (Itsweire, et al., 1986). The faster decay rate
for w2 seemed to be independent of the amount of stratification as long as the flow
is buoyancy dominated. The decay rate for u/2, on the other hand, did not appear to
be affected by buoyancy. This result is not consistent with the findings of Ogawa, et

al. (1985), but may be due to differences in experimental conditions, since Ogawa,
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et al. used a wind tunnel while the study of Itsweire, et al. was done in a salt-water
channel.

The typical cascade of kinetic energy from generation at large scales to dissipation
at the smallest scales is altered by the presence of sufficiently stable stratification.
Some of the kinetic energy can be transferred back upscale to internal waves, rather
than downscale to continue the cascade. This coexistence of waves and turbulence
is most evident in the vertical velocity. As mentioned previously, use of w’ in the
definition of L, makes this length scale particularly sensitive to wave activity. The
evolution of L;, as seen in Figure 2.28, highlights the appearance of wave activity
when turbulence drops off rapidly, as evidenced by Lg, while L, oscillates around a
constant value. Values for L, and Lz for various stratifications are related rather well
for Lr > 1cm, with a good fit between scales of Lr = 1.5L}° (Itsweire, et al., 1986).

Wave activity can be distinguished not only in the relative behavior of length
scales, but also more directly in the evolution of vertical velocity fluctuations. When
the turbulent component is separated from the total vertical velocity variance for
stratified flow, the turbulent component was found to decay faster than for unstratified
flow, while the total variance remained the same or was slightly larger than for the
unstratified case (see Figure 2.29). This result suggests that stratification increases
the decay of the vertical component of TKE, but that some of the lost TKE is merely
transferred to potential energy (as IGW reflected in the vertical velocity variance)
and not lost from the total system any faster than in the unstratified case.

This transfer of KE to PE is a critical element in the energetics of stratified
flow. It is the buoyancy flux pw that causes the transfer. In the TKE equation for
the SBL buoyancy flux acts as a sink of KE, while in the equation for fluctuating
PE (p2) buoyancy flux occurs in the production term (Van Atta, 1985). Late in
the evolution of stratified flows, when all that remains is an internal wave field, pw
vanishes. In strong stratification, Itsweire, et al. (1986) found that the evolution of
pw involves an overshoot to negative values and subsequent counter-gradient flux as
the flow restratifies (see Figure 2.30). Periods of counter-gradient flux under strong
stratification were also observed by Komori, et al. (1983). In numerical simulations
of even stronger stratification, Riley et al. (1981) found that the positive/negative

oscillations (or ringing) of pw continued for several cycles.
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Comparison of the evolution of KE and PE, as seen in Figure 2.31, shows that
relatively more PE is gained under stronger stratification. The fraction of KE that is
transferred to PE, instead of being lost to dissipation, can be represented by a flux
Richardson number R; , i.e. the ratio of KE loss due to buoyancy over the total
loss of KE (buoyancy and dissipation). Values for Ry for increasing stratification,
represented by the gradient Richardson number R; , show an initial increase in the
fraction of KE converted to PE; this fraction is approximately Ry = 0.13R;. At
stratification greater than about R; = 1.25, Ry begins to decrease, leaving a maximum
transfer of KE to PE of about 15-20%. The maximum transfer (or mixing efficiency)
is thought to occur at the point where the where the turbulence scale approaches Lg,
i.e. at the strongest stratification that still allows overturning of the largest eddies
(Rohr, et al., 1984).

When stable stratification is strong enough, the turbulence can become intermit-
tent, rather than uniformly small or nonexistent. In such circumstances, statistics of
the active turbulence, such as dissipation rate, are usually underestimated because
turbulent and non-turbulent periods are included. Correction factors for intermit-
tency (in time or space) can be developed based on the distribution of statistics. An
example of this is a correction factor of e37°/2 for dissipation, where o is the geometric
standard deviation of the lognormal distribution of calculated dissipation rates (Gib-
son, 1981). Another approach is conditional sampling where statistics are calculated
on a subset of data extracted from the total possible data set based on the value of
an indicator parameter (Khalsa, 1980; Antonia, et al., 1983). For example, to obtain
statistics representative of active turbulence in a stably-stratified flow, one could se-
lect data for analysis based on the condition that the indicator parameter Ly be less
than 1.4Lp.

Piccirillo and Van Atta (1997) investigated turbulence evolution in a homogeneous
stably stratified shear flow using a thermally-stratified wind tunnel. This is attractive
since is more similar to the atmospheric case than using salt water. They varied the
turbulence-generating grids to vary the Reynolds number; that is, as the grid size
increases, the Reynolds number increases. They found that the critical Richardson
number, which is the demarcation between growth or decay of turbulence, decreased

as Reynolds number increased.
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2.2.3 Limitations of laboratory studies

Although the laboratory provides a controlled environment for studying turbulence,
there are artifacts associated with experimental conditions that must be considered.
For cases of stratified fluids in tanks, the way in which grid turbulence is introduced
can have an effect on the results. If a grid is towed or dropped vertically (i.e. as in
Dickey and Mellor, 1980), natural internal wave modes are excited that can contami-
nate measurements of velocity fluctuations; in contrast, for a horizontally towed grid
in a long tank, natural modes are at very low frequency and have negligible affect
on the turbulence (Britter, et al., 1983). In stratified flows at the UCSD facility,
[tsweire et al. (1986) found that the grid-mesh size M (grid spacing) had an effect
on the initial evolution of turbulence. Large-scale initial turbulence generated by the
large-mesh grid (M = 3.8 c¢m) overwhelmed waves created by the grid; results were
similar to the unstratified case. For the small-mesh grid (M = 1.9 cm), however,
grid-generated waves coexisted with the turbulence . Also, stratification effects were
limited to the evolution of w™ in the large-mesh experiments, while effects were seen
in both vertical and horizontal velocity fluctuations for the small-mesh experiments.

Apparatus dimensions can have an effect as well. Webster (1964) concluded that
his measurements were in a developing flow and that his wind tunnel would have to
be 2 or 3 times longer in order to achieve the desired steady-state conditions. In
stratified wind tunnel flows, Reynolds-number effects can become more important
as static stability increases (Arya, 1975). It is very difficult to achieve buoyancy-
dominated flows in the wind tunnel because of the large temperature gradients (the
usual means for establishing stratification) needed to compete with the inertial and
viscous forces present (Itsweire, et al., 1986).

It is difficult to apply the results of laboratory experiments, conducted in con-
trolled conditions, to the complex conditions found in the PBL. Indeed the PBL does
not usually have a well-defined outer edge, as do laboratory flows (Cermak and Arya,
1970). Laboratory conditions may allow study of selected processes at low Reynolds
number. At high Reynolds numbers typical of atmospheric flows, there is a much
wider range in the scales of turbulent motion; applying low Reynolds-number results
to the atmosphere must be done therefore with caution (McEwan, 1983). Never-

theless, the findings of the above studies provide corroborative and often alternative
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understandings relative to the previous studies of atmospheric turbulence.
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Table 2.1: Length Scales Characteristic of Stably-Stratified Turbulent Flows (from
Itsweire, et al., 1986).

‘ Lengthscale ‘ Symbol ‘ Definition Physical description ‘

Ozimodov scale | Lp (e/N3)1/2 Scale at which

buoyancy forces equal
inertial forces
Kolmogorov scale | Lx (V3 /)14 Scale at which

viscous forces

equal inertial forces
Turbulent scale | L, p'/(0p]0z) Typical vertical distance
travelled by fluid particles
before either returning

to their equilibrium mixing
Buoyancy scale Ly w'/N Vertical distance travelled
by a fluid particle in
converting all its

vertical kinetic energy
into potential energy

Ellison scale Ly —?1/2/(8,0/82) Maximum overturning length
scale for the existing
density stratification
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Figure 2.1: Typical mean profiles of wind speed, wind direction and potential temperature
showing their relationship to boundary-layer depth, h, for (a) the CBL (after Kaimal, et
al., 1976), and (b) the SBL (after Caughey, et al., 1979).
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Figure 2.2: Comparison of data from the Minnesota Experiment to an estimate of the
SBL depth, hg, based on the friction velocity, u,, and negative surface heat flux, H.
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Figure 2.4: Diurnal trends for (a) the height of the temperature inversion capping the
CBL as measured for a typical day in the Minnesota Experiment (Kaimal et al., 1976), (b)
the inversion top at a rural site during 20 summer nights, and (c) the superposition of the
CBL and SBL to illustrate the diurnal cycle.
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Figure 2.5: Vertical and horizontal velocity variances, normalized by the squared convec-
tive velocity scale,w? ; solid lines: free convection; dashed lines: laboratory data (Willis and
Deardorff, 1974); open circles: Minnesota data; solid symbols: observations at Ashchurch,

England (Caughey and Palmer, 1979).

N R B e p
0.8
06
L
e
~
0.4
02
0
0 05 10 1§ 20 25 0 10 20 30 40 S0 60
Ew?/y2 stﬁ/uf

Figure 2.6: Vertical profiles of normalized velocity variances for the SBL (after Caughey,
et al., 1979).
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Figure 2.8: Vertical profiles of dissipation rate for the SBL (after Caughey, et al., 1979).
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Figure 2.12: Autocorrelation of vertical velocity at three heights on the BAO tower (after
Hunt, et al. 1985).
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Figure 2.14: The acoustic echo-sounder facsimile record for 1700-1800, 12 Nov 1971, at
Haswell, CO; dark areas of the plot represent height-time intervals of strong echo returns
(after Hooke, et al. 1973).
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Figure 2.17: Profiles of (a) momentum flux and (b) temperature flux non-dimensionalized
by respective surface values; height is normalized by the SBL height h; solid triangles
represent average values from experiments at the Cabauw tower, with variability indicated
by horizontal solid line midway in the profile (after Nieuwstadt, 1985).
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distance x is normalized by the grid mesh size M (after Stillinger, et al., 1983).
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Figure 2.25: Normalized vertical velocity spectra at downstream distance x/M=40 for
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x/M = 66 (after Webster, 1964.)
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Figure 2.27: Profiles of turbulent intensity under five stability conditions for the (a)
longitudinal and (b) vertical velocity components (after Ogawa, et al., 1985).
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Chapter 3

Turbulence Modeling Approaches

Turbulent flow is described by the Navier-Stokes equations, which are based on the
conservation of momentum. A general solution is not available which can predict
the time-dependent behavior of variables characterizing turbulent flows. However,
several levels of approximation have been developed, especially with the recent growth
of computer capability, which perform reasonably well in predicting the observed
behavior of a number of well-defined turbulent flows. This section will address the
current state of these approximations (models) used for predicting turbulent flow in
the PBL.

The most widely used approach has been a statistical one, attributed to Reynolds,
in which the Navier-Stokes equations are averaged over a time scale much longer than
that associated with turbulence in the flow. These averaged equations predict mean
values for variables, and characterize turbulent processes by averaged products of
fluctuating values of the variables. The difficulty in this approach is that there are
no equations in the original set to account for the averaged fluctuation products
(turbulence terms) which arise from Reynolds-averaging. To close the system, one
must add a sufficient number of algebraic or differential equations to account for
the additional terms. These new equations (turbulence models) express the needed
solutions in terms of variables in the averaged set of equations and, to varying degrees,
use empirical relationships which relate the distribution of these variables to the
turbulence terms.

Another approach is to average (filter) the Navier-Stokes equations over some
small interval, such as one or more cells of a computational grid. The grid size is
small enough so that large eddies, assumed to contain most of the turbulent energy,
are explicitly calculated; the influence of small, subgrid-scale (SGS) eddies are then
parameterized by simpler schemes. This approach, known as Large-Eddy Simulation

(LES), is feasible because of the rapid increase in computer computation capability.

26
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3.1 Background

A large number of turbulence models have been proposed since Reynolds first sug-
gested his statistical approach. A majority of these models can be divided into two
closure categories as follows. Those models which approximate turbulence terms by
reference to mean fields of variables are categorized as first-order closure models. The
level of sophistication in this type of model is quite variable, ranging from a simple al-
gebraic expression to two partial differential equations. Models in the other category,
second-order closure, have transport or algebraic equations for the turbulence terms in
terms of the turbulence terms themselves. The resulting equations introduce higher-
order terms which must be approximated in terms of lower-order quantities to close
the system. Second-order closure models can become quite complicated, involving up
to 13 partial differential equations for the turbulence terms. Some simplification is
achieved by substituting algebraic equations for some of the differential equations.

A major deficiency in Reynolds-averaged equations is that all scales of turbulence
must be modeled in the closure approximation, since all of the turbulence is averaged
simultaneously (Ferziger, 1977). Large-scale structure in turbulent shear flows was
experimentally established in the mid-1970s; the behavior of these structures was
much more deterministic than previously thought (Kovasznay, 1978). However, most
turbulence models do not explicitly incorporate large-scale structure, using instead
statistical approaches which lump all scales together; this is changing as many exper-
imental and theoretical efforts are addressing large-scale structures in turbulent flows
(Reynolds, 1976).

At high Reynolds number, turbulence can be thought of as a superposition of
multiple-scale eddies (Schumann et al., 1980). Observations of simple to moderately-
complex turbulent flows show that the large eddies are responsible for the majority
of turbulent transport (Kovasznay, 1978). The large-eddy simulation modeling ap-
proach, to be discussed in this and subsequent chapters, calculates the large eddies
explicitly and models the small eddies which cannot be resolved in the calculation
scheme.

Laboratory studies of mixing layers and boundary layers, discussed in Subsec-

tion 2.2.1, suggest that these flows are comprised of organized large-scale eddies
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containing most of the energy absorbed from the mean flow. Ferziger (1981) has
contrasted the properties of these eddies with the small eddies which occur simulta-
neously. The large eddies interact strongly with the mean flow and are responsible
for most of the turbulent transport; the small eddies interact nonlinearly with the
large eddies and are responsible for dissipation of the turbulent energy they receive.
The shape and strength of large eddies are dependent on the nature of the flow, with
frequent occurrence of high anisotropy; small eddies are much less flow dependent,
much more nearly isotropic, and hence more nearly universal. The time scales of
large eddies are similar to those of the mean flow; small eddies have much shorter
time scales.

Given these characteristics, it seems promising that one could successfully model
the small-scale eddies which are more universal and carry less energy than large-scale
eddies. It is clear, from the properties given above, that the large eddies would be
very difficult to model successfully in anything but the simplest flows. LES optimizes
this situation by calculating the large eddies directly and modeling the small eddies.

Unfortunately, there is no distinction between the large and small eddies that
would worka priori for all flows. The zones for production and dissipation of turbulent
energy tend to occur separately at low and high frequency respectively; in addition,
if one assumes that small eddies are isotropic, there is very weak coupling between
large and small eddies (Cantwell, 1981). At high Reynolds number there is a range
of eddy sizes called the inertial subrange, where production and dissipation do not
directly affect eddy motion and energy is transferred inertially from larger to smaller
scales (Tennekes and Lumley, 1972). This would be a good, physically-based point to
delineate between energy-producing large eddies and energy-dissipating small eddies.
The difficulty is that often the domain of interest is large, and explicit calculation
down to such small scale in the inertial subrange may be impractical. In this case,
the division between scales of large and small eddies must be arbitrarily larger than
the inertial subrange; this results in some turbulent energy production in the ”small”
(unresolved) eddies. Use of the inertial subrange as a dividing point, however, has
been shown to be an unnecessarily small scale; thus choosing a point at slightly larger

scale should still give satisfactory results (Ferziger, 1977).
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3.2 SGS Turbulence Models

When using the LES approach, there are two commonly used methods of separating
large and small eddies at some specified point. The first method is to filter explicitly
the governing equations; low-frequency (large) eddies are preserved for explicit cal-
culation, while high-frequency (small) eddies are "removed” and their contribution
modeled. The choice of filter type is of minor importance; box and Gaussian filters
are commonly used. However, Piomelli et al. (1987) have found that the choice of
filter type must be consistent with the type of SGS turbulence model, so that both
have the same length-scale information. Filter width is of more importance, since the
filter must be large enough to insure accuracy, yet small enough to resolve features
of interest in the flow; the optimum filter width is about 2-4 grid cells (McMillan and
Ferziger, 1979). The second method is to filter the governing equations implicitly
when they are discretized according to a specified grid, and average quantities over
grid control volumes. A problem with this method is that if a variable has large gradi-
ents, discontinuities will occur at the boundaries of control volumes. The first method
is preferable in this regard, since it smoothes the behavior of Reynolds stresses across
the grid; it is also independent of grid specification at the outset (Ferziger, 1981).
The use of filtered equations introduces an additional complexity. The rules of
Reynolds-averaging lead to w;u; = w;u; —l—m when the averaging is uniform over an
unbounded, homogeneous domain or is an ensemble average. In the case of averages
of bounded domains, as done for filtered equations, the Reynolds-averaging rules do
not apply (Leonard, 1974). The terms W and Wﬂj are not zero; if these terms are

zero, then u;u; = u;u; . Hence, the effects of w;u; and u;u; can be represented as the

residual L;; = w;u; — u;u; , called the ”Leonard stresses”.

The choice of turbulence model for simulating SGS eddy motion is not nearly as
critical in LES as in Reynolds-averaged equation solution. This is primarily true be-
cause SGS modeling does not have to account for all scales of turbulence, but rather
just for very small scales. Anisotropy, turbulent transport, pressure fluctuations, and
pressure-strain correlations are associated mainly with large eddies. This allows the
successful use of simple eddy viscosity models for small eddies. Comparison stud-

ies have shown that, for homogeneous turbulence, more sophisticated two-equation
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and full Reynolds stress models do not provide significant improvement over sim-
ple models (Clark et al., 1979; Knight and Murray, 1980). Inaccuracies arise more
from misalignment of the principal axes of the SGS stress tensor and the large-scale
strain-rate tensor than from SGS models (Clark et al., 1979). SGS models perform
satisfactorily in homogeneous turbulence and in flows with weak strain, especially if
an anisotropic filter is used (McMillan and Ferziger, 1979). Results are much less
satisfactory for inhomogeneous turbulence, particularly near boundaries where small
scales become anisotropic (Ferziger, 1981).

A wide range of closure models, from full second-order models to simple eddy
viscosity models, have been used to treat SGS turbulence in LES. From Deardorff’s
landmark runs in the early 1970’s, it became clear that the computational burden
of full second-order equations for the SGS was not justified. On the other hand,
Schemm and Lipps (1976) argue that simple eddy viscosity models that assume local
equilibrium are inadequate for treating strongly stratified conditions where counter-
gradient heat flux may occur.

The advantages of LES over statistical turbulence models (first- and second-
order closure) have been summarized as follows by Schumann et al. (1980). Three-
dimensional effects are accounted for explicitly. Results for turbulence are predictive
since important time-dependent phenomena are being calculated implicitly. Pressure
is more accessible in this approach. The simple SGS models are more intelligible and
do not suffer problems of realizability (i.e. negative energy predictions). Phenomena
of bursting and intermittency are resolvable.

The features of the types of several SGS models currently in use are summarized
in the next subsections. Recent reviews can be found in Lesieur and Metais (1996),
Piomelli (1999), and Sagaut (2001).

3.2.1 Eddy viscosity models

The earliest SGS model applied to the atmosphere was that developed by Smagorinsky
(1963). Here the SGS model followed the idea of the Reynolds-avergaged first order
closure, where the eddy viscosity is proportional to gradients of the mean velocity
field, v, = (CsA)? (S;;(Si;), where Cj is the Smagorinsky coefficient. This coefficient
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has a theoretical value of about 0.2 (Lilly, 1967), but is often set to smaller values,
especially near the surface, to give better results. Use of the grid scale A as the
SGS length scale reflects the notion that the grid resolution determines the size of
the eddy motions resolved in the LES. A basic assumption of the Smagorinsky SGS
model is that the SGS stress is aligned with the resolved strain rate tensor. A priori
tests with the Smagorinsky SGS model show that it has very low correlation with
SGS stresses obtained from direct numerical simulation (DNS) where the flow is fully
resolved and no SGS model is used. In spite of this, use of the Smagorinsky SGS
model in atmospheric simulations has led to surprisingly good results, especially for
the convective boundary layer where the energy-containing convective eddies are well
resolved.

Deardorff (1980) extended the Smagorinsky model by introducing a SGS velocity
scale based on a prognostic equation for the SGS TKE. Effects of thermal stratification
and the transport of SGS TKE are included in this approach. It is basically a Mellor-
Yamada 2.5 level model applied at the subgrid scale. This model has been used in
several LES models of the atmospheric boundary layer.

The fluctuating velocity field must be resolved adequately when using LES. Ap-
proaching the ground, this can become difficult when important eddy motions occur
at smaller scales. Hence the stress predicted by the dynamic SGS model may be incon-
sistent with the value prescribed at the bottom boundary condition by the similarity
theory. Such a problem would lead to unrealistic values of the vertical stress diver-
gence and hence unrealistic velocity accelerations. The problem of matching stresses
from the outer region with those in the region near the ground has been addressed by
Sullivan, et al. (1994). They developed a two-part eddy viscosity model where the
computation of the SGS stress is divided into an isotropic contribution that varies
with magnitude of the fluctuating strain rate, and an inhomogeneous contribution
that varies with magnitude of the mean strain rate.

Eddy viscosity models are entirely dissipative, that is, energy is transferred only
from large scales to small scales. Analysis of DNS results for channel flows indicates
that a fair fraction (but less than half) of the grid points experience upscale energy
transfer (energy backscatter), and that the net energy transfer is downscale. In the

next subsections, SGS models will be described that support both forward scatter
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and backscatter.

3.2.2 Stochastic backscatter models

Developers of stochastic backscatter argue that the treatment of backscatter as a
stochastic process is more consistent with the relation between resolved and SGS
eddies. Spectral theories suggest that the phase of energy backscatter should be
random with respect to the mean shear (Mason, 1994). Deterministic SGS models to
be discussed in the next subsections can have a tendency to systematically enhance
gradients resolved in the LES; theory suggests that the energy should be transferred
without such a systematic enhancement of resolved gradients.

Chasnov (1991) provides an extensive analysis of the theory and application of
eddy viscosity and stochastic energy backscatter in homogeneous turbulence. He
uses the eddy-damped quasi-normal Markovian (EDQNM) model to determine the
damping and stochastic forcing terms for LES of the Kolmogorov inertial subrange. If
backscatter is accounted for in LES by diminishing the damping term, as done in the
Germano-type dynamic SGS model, the simulation does not produce the well-known
Kolmogorov spectrum. On the other hand, the explicit use of stochastic backscatter
gives a more realistic simulation of the Kolmogorov inertial subrange.

The initial stochastic backscatter SGS model was developed by Leith (1990). The
backscatter (or upscale transfer) of SGS turbulent energy is represented as a stochastic
process, since the SGS eddies induce a random forcing on the resolved scales of motion
through nonlinear interactions.

Mason has used the Leith SGS backscatter model for LES of the PBL, with some
modification to treat small eddies near the ground (Mason and Thomson, 1992).
The results with backscatter show more realistic velocity profiles, especially near the
ground. A typical problem in the past for LES of the shear-driven PBL has been
the unrealistically large vertical gradients of velocity near the ground. With the use
of stochastic backscatter in their SGS model, Mason and Thomson (1992) were able
to resolve this difficulty without creating problems elsewhere in the PBL. Another
benefit of using backscatter was the initial growth rate of TKE in the PBL simulation

was more realistic. Without backscatter, there was an initial transient that would
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dramatically overshoot the expected level of TKE after a long development period
of unrealistically low values. This is especially true for the shear-driven PBL. With
backscatter, the initial growth rate shows a rapid rise to the expected level. Mason
(1994) attributes the unrealistic growth (without backscatter) to the inability of the
random fluctuations in the initial velocity field to extract energy from the mean
flow. The presence of backscattered energy may help support the initial structure of
random fluctuations so that energy is transferred more quickly from the mean flow
into resolved eddies.

Schumann (1994) has developed a stochastic SGS model that differs from the Leith
model. This new model has been formulated as an extension of the Smagorinsky
(1963) SGS model, although it can be used with other SGS models. The model
reduces the correlation between stresses and strains by introducing random stresses
to their deterministic counterparts. The model provides realizable random Reynolds
stresses and scalar fluxes since it uses a quadratic expression to give a positive definite
stress tensor and to insure that the correlation coefficient between velocity and scalar
fluctuations does not exceed unity. The model accounts for incompressibility effects

of both the SGS motions and the random forcing on the resolved motions.

3.2.3 Scale-similarity backscatter models

Scale-similarity SGS models are based on the assumption that the smallest resolved
scales and largest unresolved scales (SGS) are similar. Thus, information available
in the smallest resolved scales can be used to estimate the dynamics at unresolved
scales. The first scale-similarity was developed by Bardina, et al. (1983). This new
form of SGS model had high correlations with exact SGS stress in a priori tests.
The model demonstrated correct near-wall behavior (Sarghini, et al., 1999) and it is
also Galilean invariant (Speziale, 1985). This model allows energy backscatter, but
unfortunately does not have enough dissipation. To address this problem, Bardina,
et al. (1983) added an eddy viscosity SGS model to their scale-similarity model to
form a 'mixed’ model; the eddy viscosity SGS model used was that of Smagorinsky.
The scale-similarity part of the model provided correct representation of the turbu-

lence where the Smagorinsky SGS model had been deficient; the eddy viscosity part
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was left to provide just enough dissipation without otherwise negatively impacting
the simulation. The ability to incorporate backscatter via the scale-similarity ap-
proach provides an alternative to the stochastic approach described above, and thus
to achieve the associated benefits without having to accept the assumptions required

of the stochastic approach.

3.2.4 Dynamic backscatter models

Thus far, all the SGS models have coefficients that must be set. Although this allows
for tuning to get best fits to measurements, it remains a liability as well. The scale-
similarity model of Bardina, et al. (1983) has been extended by Germano, et al.
(1991) to develop a new SGS turbulence model. The new model is based on the
algebraic identity between turbulent stresses at resolved scales and SGS stresses from

velocity fields that are filtered at two different scales

where I';; is resolved turbulent stress, and T;; and 7;; are the SGS turbulent stress
at the test and grid filters, respectively. The tilde (*) represents the test filter, with
a characteristic width of i, while the overbar (7) represents the grid filter with a
characteristic width of A. In practice, the test filter is applied to the grid-filtered

fields. This gives the following definitions of the stress terms:

Tij = Uil Eiﬂja (3 2)
T = Ufl\ﬁj - fizaya (3.3)
Ly = il — U, (3.4)

The Smagorinsky SGS model is used at each of